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Y]] Goals of this lecture

O Introduction of risk management to control security (X FSEIE)

O Vulnerability assessment: a security index approach (fz851%23th: T2E+F)

O Applied robust attack detection through tractable optimizations (ZZZ+E0))

O Other control security research frontier



£Y)]| US-Canada Blackout

Normal failures have huge impact - US-Canada
2003 Blackout.

What about intentional cyber attacks?

Is this a "real” concern?



Long-term reconnaissance

BlackEnergy3:
—delivered via spear phishing emails;

—initial access vector for the theft of
authorized users’ VPN credentials.

Telephonic denial-of-service
attack:

—frustrated reports of outages to call centers.

Modified “KillDisk” firmware
attack:

—erased master boot records (E5|Sig5) on
workstations, thereby delaying restoration.

VPN: virtual private network

e
' _}"““ |

ICS: industrial control system

9]| The 2015 Ukraine Blackout
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Control of Workstation
[Liang et al. IEEE Trans. Power Syst., 2017]

Primary Attack: Hijack of the
Supervisory Control and Data
Acquisition (SCADA) network

—targeting of field devices;
—remote opening of substation breakers.

FDIA: false data injection attack



Case 3: state estimation or
synchronization based on

measurements . ~Z g
z o

Case 1: local /@ O o™
management O O O ~

subétation

substation
Security Objectives in the Smart Grid
y WR L 4
Availability Integrity Confidentiality

Table 1

Differences between the Internet and the Smart Grid communication

network.

The internet Smart Grid
communication
network

Performance Throughput and Message delay
metric fairness

Major traffic Power-law Periodic

Timing Delay-sensitive Time-critical {3 ms)
requirement (100 ms) to best-effort  to best-effort

Communication End-to-end Two-way, limited
model peer-to-peer

Protocol stack

IPv4, IPvE

Proprietary,
heterogeneous, IPvG

Case 4: information
exchange between utility )
center and customers ¢

Utility Center

on

Market .

o Case 5: interactions between

the market and customers

Local home-area
O R network

OO

W. Wang, Z. Lu, “"Cyber security in the Smart Grid: survey and challenges” Computer Network, 2013;57:1344-71.



| SCADA Network

- Architectures (FEIHIZE13) - Components
JUR— o —Sensors and control devices, wired to
@ Programmable Logic Controller (PLC), directly
> interfaced with the Remote Terminal Unit (RTU).
Smmm —Communication system, connecting the
ool @Q N SCADA master to the RTU/PLC in the remote
- field.

- —Human machine interface (HMI)
é; —Software, e.qg., Energy Management System

(EMS), Demand Management System (DMS).

Remote Subsation QQ N - Protocols ({@EifliHY)

RTU or PLC —Traditional: Distributed Network Protocol Ver. 3
(DNP3), IEC 60870-5-101& IEC 60870-5-104, etc.

| _Modern: IEC61850 (SV, MMS, GOOSE), standard
' suite for substation automation, etc.

Circuit
Breaker

CTs: current transformers  VTs: voltage transformers LAN: local-area network WAN: wide-area network



“"Most SCADA network protocols are not designed to
provide robust security checks.”

--Vuinerability Analysis of Energy Delivery Control System.

“SCADA networks are more connected to Internet
and corporate networks, leading to increased
vulnerability to cyber threat.”

Corporate Network

Workstations Applicati

0N Servers

SCADA Control Center

Application (e.g., EMS)
Servers

Remote/Local Station 1




SCADA Cyber Security Threats

/’\\
Control Center
A6
Server
./ Intruder
B
SCADA !
Substations
| Substation e & Corporate
i e fee : Wireless
Fge'-t:aw 1 DNP Office (a3
g Intruder
. -
A8
MMS = = o
ser-interface Ad2
IED
A4
Mergin IED (
onit SMV A5 SNTP .
I a.'. GPS irewall
| Q@ GOOSE it
BCimEﬂ Remote Access
reakear

Intruder

or Wireless

Vendor
Personnel or
Site Engineers

Intruder

Remote Access Network
thraugh Dial-up, VPN,




Attack SCADA system

Security issues

Power system: susceptible to operational
errors and external attacks

Smart grid technology makes the system
even more vulnerable

Power network

Societal cost
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Confide ntiality, Integrity, Security Objectives in the Smart Grid
Availability (CIA)

k h 4 Y

Availability Integrity Confidentiality

- Confidentiality (fl1331%):

—Confidentiality is roughly equivalent to privacy. Measures are designed to prevent sensitive
information from reaching the wrong devices/people.

—Confidentiality attacks: eavesdropping attacks (£50fr), packet sniffing attacks (&), etc.

- Integrity (SSE(%):
—Maintaining the consistency, accuracy, and trustworthiness of data over its entire life cycle.
—Integrity attacks: false data injection (FDI) attack, zero-dynamics attack, etc.

- Availability (RJB{¥): :
—frustrated reports of outages to call centers.
—Availability attacks: denial of service (DoS) attacks, distributed DoS (DDoS) attacks, etc.
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Y] | Power System Control

Closing the loop over corrupted data

ir| Sensor data

Actuator data corruption

corruption - —
2 p_,Ml‘:( A ﬁ‘[‘ﬂ i ‘ &

'

|[r|| = 6 = Alarm

Y
=
i
t —> Communication <Gmmmm t
Network Network
° Physica| p|ant Energy Management System
(e e ... —.-——-——-
e Feedback controller : L] Optimal Power Flow
N =
e Anomaly detector ul! ‘g [ Contingency Analysis
1
o
: b=  Bad Data Detector
:
I
1




Actuators
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Physical Plant

Communication

Network

Distributed Controllers
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Sensors
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» Leads to increased vulnerability to cyber-threats with potential points of cyber attacks.
e Cyber-attacks can have dramatic physical impact.

~ Sensors

Actuators

- How to model adversaries and attacks?
+  How to measure vulnerability? (Hfgg5{¥)
- How to compute consequences? (I&EHEH20N)

«  How to design protection and detection
mechanisms?

Communication

Network

 Related to work
— Modeling Frameworks ((E1EHELR)

— Cyber Risk Assessment (FE9Hr. MPEESE | ‘1 % c2 % =
— Cyber Attack Detection (I&E*ﬁ;ﬂ“) Distributed Controllers
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CYBER RISK ANALYSIS &
SECURITY METRICS



£Y] | Why cyber risk management?

« Complex systems with numerous attack
scenarios.

» Too costly to secure the entire system
against all possible attack scenarios.

+ What scenarios to prioritize? ({ii5cZ%)

- What components to protect/defend first?

(BAfEsRHE)



- Examples: Critical infrastructures (&{EEHIZHE)

* power, transport, water, gas, oil are often with weak
security guarantees

« What scenarios to prioritize?

- What components to
protect/defend first?

*Tra ns Ortatlon
, 1 |

,,,,,,,,,

oS oL
-, g [ %
\’ v ‘; A S
Physical Plant 52
a9 S3
Communication
Network
’ Cl e O —‘ C3

Distributed Controllers




Y]] The Concept of Cyber Risk

- Risk is a set of tuples: [Kaplan & Garrick, 1981]

- Attack scenario (WE=ZRTA? ) 4 - .
- Impact of the attack (IXEHEEZN) é " Thea » 7 ’.gﬁgﬁﬂ
- Likelihood of the attack (IEHELZERTFEE) : :@%f

Risk = Likelihood * Impact - Threat's Likelihood =

[Texeira et al. IEEE CSM, 2015]



| Risk Management Cycle

« Main steps in risk management <c,.,.,.,.,,s.c,.sm..,s

Infrastructure

Cybersecurity Indicators

_______ Voo [
° SCO pe deﬁ n |t|0n (?ﬁ EE&) P -Intrusion detection

Vulnerability Analysis

— Models, scenarios, objectives

Power Applications

-Impacted computation/
communication

-Control function impact

Application
Impact Analysis

Power System Reliability
-Frequency, voltage, and

- Risk Analysis (XUBE534T)

Physical
System Impact

>
€| mononng
»
%

rotator angle stability

—_ Aftac.k scenar /0 e Elf'f_ A'f_a_l_yf?_ B :g.gz; :ri;‘lic::alc(i) o
— Likelihood Assessment

A tabl
— Impact Assessment i

High

Application Security Infrastructure Security

Risk Mitigation

« Risk Treatment (X&)

— Prevention, detection, Mitigation [Sridhar et al.,, Proc. IEEE, 2012]



| Risk Management Cycle

* Riskis a set of tuples: [Kaplan & Garrick, 1981]

’ Att ac k SC enar I 0 Cyber-Physical Systems
Infrastructure
e Im P act of the attack ; : Cybersecurity Indicators
. . } -Penetration testing
e Likelihood oftheattack @~ | |  rs=m====Tdese=-=- ' Vendor advisories

-Intrusion detection
Infrastructure ‘ monitoring
Vulnerability Analysis

«  How to model adversaries and attacks?

Power Applications

-Impacted computation/
communication

-Control function impact

* Describe the system
* Characterize the attack scenario

Application
Impact Analysis

Power System Reliability
-Frequency, voltage, and
rotator angle stability

-Loss of load

-Economic losses

Physical
System Impact

_ g + Aug Physical Yk
Ay, > Plant

N

Communication Communication
Network Network
.............. &

Ay,

Risk Analysis

1
1
Feedback : Application Security Infrastructure Security |!

. - e
Controller 1 :
:_ Risk Mitigation 1

> Anomaly |g |
U Detector yr + Ay

Alarm



| Risk Management Cycle

iy, + Auy,

Physical Uk

Plant

Auy, Ayy,

«  How to model adversaries and attacks?

- Describe the system

Communication
Network

« Characterize the attack scenario
Feedback
. (:Sirmifer ]
- Attack scenarios
z?)nl[}m:lly ..__\
. elector 3. AYIS
- Dos/DDoS attacks (IBEZERRSSINGE) L ' : Y
- False datainjection (FDI) attacks (REE{REUEEANIE) Alarm
- Zero dynamics attacks ( “ZTENE" IEK) Sy SOMICEE e -
- Covert attacks T e
- Eavesdropping attacks (EFIFIE) A * cover
' 1_6‘?.6{ 1 [Smith]
P @ E !
Security Objectives in the Smart Grid : .:I@GZ\,,-_#& Eﬁ_“'ESUFOPP'HQ: E
: : ¢ & [Bishop] ' Disclosure resources |
: R S —>
A O P
L hd ¥ ' Replay .
Availability Integrity Confidentiality o (Sinopoll] 1 .-""
N Y. A, _ . _ Disruption resources
~N~S— ~N———— NS—————

[Texeira et al. IEEE Control Syst. Mag., 2015]



| Risk Management Cycle

Risk is a set of tuples: [Kaplan & Garrick, 1981] bl S
- Attack Scenario 4 bbbt S T
} -Penetration testing
° ImpaCt oftheattack | | @ emmemeeFeeoo- 1 Vendor advisories
-Intrusion detection
Infrastructure

* Likelihood of the attack

Vulnerability Analysis

Power Applications
-Impacted computation/

«  How to model adversaries and attacks?

communication

Application
-Control function impact

Impact Analysis

* Describe the system
* Characterize the attack scenario

Power System Reliability
-Frequency, voltage, and
rotator angle stability

Physical
System Impact

>
| moeng
»
%

-Loss of load

Risk Mitigation

- How to measure vulnerability? __ NiskAnalysis _ 1 LEconomiclosses |
» Assess likelihood of attack Acceptable
— Attack effort -
— Amount of resources A S — :
1| Application Security Infrastructure Security |!
(knowledge, corrupted channels) : :
L 1



* Riskis a set of tuples: [Kaplan & Garrick, 1981]
- Attack Scenario
* Impact of the attack
« Likelihood of the attack

How to model adversaries and attacks?

* Describe the system
* Characterize the attack scenario

* How to measure vulnerability?
« Assess likelihood of attack
— Attack effort
— Amount of resources
(knowledge, corrupted channels)

- How to compute consequences?

* Assess Impact on performance objectives
— Loss of performance — Loss of desired properties
— Loss of stability

| Risk Management Cycle

Cyber-Physical Systems

Vulnerability Analysis

Infrastructure
Cybersecurity Indicators
} -Penetration testing
-------------- 1 -Vendor advisories
-Intrusion detection
Infrastructure monitoring

-Impacted computation/

Application
Impact Analysis

communication
-Control function impact

Physical
System Impact

Power System Reliability
-Frequency, voltage, and
rotator angle stability

.
-
4
Power Applications
Y
»

Acceptable

High

Risk Analysis

-Loss of load
|-Economic losses

Application Security

Infrastructure Security

— Violation of safety constraints

Risk Mitigation



 Likelihood depends on ICT infrastructure

- Successful attack

« successful initial infection

« successful dissemination of malware

« successful infection of target device
« Successful control of target device

- Likelihood metric: probability of a
successful attack

— Hard to compute — lack of historical data

— Alternatively — proxy metrics that assess the
minimum attack effort

— E.g., number of infected target devices

| Likelihood Metrics (proxy, {\IE={H)

Corporate Network

Workstations Application Servers

. ntruder
== Firewa
. |

SCADA Control Center

Application (e.g., EMS) Human-Machine
Servers Interface (HMI)

Handheld Device Modem



- Operation goals:

No blackout

No blackout in critical loads
Efficiency

Quality of power supply

— loltage @ 230v
— Frequency @ 50Hz

0e00H 2
CConrad®

2 % J

- Impact Metrics:

Loss of load

Loss of critical loads

Increase of costs

Reduced Quality of power supply
— (Maximum) voltage variation

— (Maximum) Frequency variation

Loss of stability/desired properties



£Y)] | Example of Likelihood Metrics
& @

a4 FEAESERE > < = ==

(The Byzantine Generals Problem) v o —
\\ /’ /
n EELUTER: nMEERLEEE EEEEEE, \\, £
SR ETEN R, W (Attack) Sk =GR O <\
(Retreat), BRAEL¥MI FIETHARE AN
HIGR A BEEVE IR, HehEq MRS, AEE, N5
n-q M IS — ENA R — B TG . "
attack
IWEEILE S : AAEERARBESR, & = =
SEEN, EREERIED. . \ b
% ¢ /
. D r/4 /
B —EiMNEFEESBEMNE n >= 3q +1 @Qﬁ\\\ ) // /@éb
\\\ = é &
B NESETLNERENELT "N ? N |

General C



£Y)] | Example of Likelihood Metrics

f,a

Data
| I Attacks
Sensors Y + > State X ) Bad Data Good > CA, SC-OPF,
Measurements Estimation

Detector etc.

T l Bad
Bad Data

Remover

« Cyber attacks on power system State Estimation process

Attacker’s objectives: 1) Attack is stealthy (undetectable); 2) Target measurements
are corrupted.

« Security Index: for attacks need minimum effort

: - S : set of stealthy attack
o* = min ||f|, S : set of stealthy attacks

f - G : set of goals of attacks
st. fes§, feqg.

Sand (are scenario specific.



| Example of Likelihood Metrics

— How many measurements must be corrupted to remain stealthy?

a; : = min||all,
a

subjectto a = H A x,

a(i) # 0.
(i) Attack 33
(7 measurements)
L e
s Security index
100 o o ® . e  ® At least 7 measurements
sl ® w oo ® Ty involved in a stealth attack
- e * @ ® o ®° against measurement 33.
[}D 10 20 30 40 50 60

Target measurement index

H. Sandberg, A. Teixeira, K. H. Johansson, "On security indices for state estimators in power networks,” in First Workshop on Secure
Control Systems (CPSWEEK 2010), Stockholm, Sweden, 2010.
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Example of Likelihood Metrics
Security Metrics of 14-bus System

- IEEE 14-bus e iy 3
system i, 2 '

s b o

i Sy

- State dimension . : > -
n, = 14 ol 7@

. Number of G /l/
measurements

n, = 54 3 4
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| Basic Notations: Discrete Time-invariant System

z(k+1) = Ax(k) + Bu(k), z(k) € R", u(k) € R™
y(k) = Cx(k) + Du(k), y(k) e RP

« Unknown state: x(k) € R™ (x(0) in particular)

* Unknown input: u(k) € R™ (e.g., natural disturbance)

- Known output (measurement): y(k) € RP

- Known system model: 4 € R"*™ B € R™™ (C € RP*", D € RP*™

 Transfer function form: y(z) = H(z)u(z)
 The Rosenbrock system matrix:

P(z) = {A BZI g] c C(ntp)x(ntm)



| Basic Notations: Discrete Time-invariant System

z(k+1) = Ax(k) + Bu(k), z(k) € R", u(k) € R™
y(k) = Cx(k) + Du(k), y(k) eRP

« Unknown state: x(k) € R™ (x(0) in particular)

* Unknown input: u(k) € R™ (e.g., natural disturbance)

- Known output (measurement): y(k) € RP

- Known system model: A € R™*™, B € R™™, C € RP*" D € RP*™

 Definition:

* 1. The input u is observable if y(k) = 0 for k = 0 implies u(k) = 0 for k >
0 (x(0) unknown). (BJFR{E)

« 2. Theinput u is detectable if y(k) = 0 for k = 0 implies u(k) — 0 for k >
0 (x(0) unknown). (BIITE)



| Input Observability and Detectability

z(k+1) = Ax(k) + Bu(k), z(k) € R", u(k) € R™
y(k) = Cx(k) + Du(k), y(k) e RP

 The Rosenbrock system matrix:

P(s) {A—z[ B

(n+p)x(n+m)
C D] cC

- Definition: suppose (4, B, C, D) is minimal realization (&/J\SEiR) |,

* 1. The input u is observable © Vz: rank P(z) =n+m

« 2. Theinput u is detectable & normalrank P(z) = n+ m, and

o(P(2) € {z: |z| < 1} (EMEk: EERHLES ERH)




| Input Observability and Detectability

z(k+1) = Ax(k) + Bu(k), z(k) € R", u(k) € R™
y(k) = Cx(k) + Du(k), y(k) e RP

 The Rosenbrock system matrix:

po=[A 5 ] ccmemnm

« 2. The input u is detectable & normalrank P(z) = n + m, and
O'(P(Z)) C{z: |z| <1}

- o(P(2)) denotes the set of invariant zeros of the system. (AZEZS5T)



| Invariant Zeros (F3ESH)

 Definition:

 Anumber z, € Cis an invariant zero of the system if and only if
there exist vectors x, € C" (state-zero direction) and u, € C™ (input-
zero direction) such that the triple z,, xq, u, satisfies

P g = [ o) = o]

- Transmission zeros ({E1BZE ) + uncontrollable/unobservable modes,
Matlab command: tzero

Minimal realization: any state-space model that is both controllable and observable;
describe the system with the minimum number of states.



r(k+1) = Ax(k) + Bu(k), x(k) € R", u(k) e R™
y(k) = Cx(k) + Du(k), y(k) e RP

09 0 0 05 0 04 06 0
A=<O 0.8 0) B=<o 0_5> C=(O.2 - 04)
0 0 09 0 ' '

0.25
0.2 0.3
S _ - _ [ z-09 2z-o08
Transfer function:  y(z) = C(zZI —A)™'B+D =|*,1" 7,3
z—-09 z-0.9
invariant zeros:  a(P(z)) = {1.1}
Normal rank: normalrank P(z) = 2
* 1. The input u is observable: NO!
- 2. The input u is detectable: NO!
—0.705 028
With x(0) = | 0.470 |and u(k) = 1.1k( ' ) then y(k) = 0, k = 0
0.352 0.282



z(k+ 1) = Ax(k) + Bu(k),

y(k)

09 0 0
A=<O 0.8 0) B =

0 0 09

« 2. The input u is detectable: NO!

—0.705
* With x(0) = ( 0.470 )

0.352

. (—0.282
and u(k) = 1.1 ( 0.287

theny(k) =0,k >0

)

Cz(k) + Du(k),

(

« 1. The input u is observable: NO!

0.4 0.6
0

xz(k) € R", u(k) € R™
y(k) € RP

) o=l

50 '
o o
a O o i e o o e o 1 -----n:::::::::: ::::
e I e e S e e pe L
£ ~-~.‘~.~
50 ' ‘ : '
0 10 20 30 d %
10 % 10718 time(s)
g 5 Output 1 I 1
&
S ]
e 0
-5 ' ' ' ;
0 10 20 30 40 =
3 <1014 _ time(s) i
o
é 2k Output 2 |
g | ]
o) 1
0 1 1
0 10 20 30 A 50

time(s)



Y] | Disturbance and Attack Model

r(k +1) = Az (k) + Bad(k) + Baa(k)
y(k) = Cx(k) + Dyd(k) + Dga(k)

« Unknown state: x(k) € R" (x(0) in particular)

« Unknown (natural) disturbance: d(k) € R°

» Unknown (malicious) false data injection (FDI) attack: a(k) € R™

- Known output (measurement): y(k) € RP

« Known system model: 4 € R"*", B, € R"*?, B, € R™™ (C € RP*™,
D; € RP*° D, € RP*™



Y] | Disturbance and Attack Model

r(k +1) = Az (k) + Bad(k) + Baa(k)
y(k) = Cx(k) + Dyd(k) + Dga(k)

« Definition:
- 1. An attack signal a is persistentifa(k) » 0as k — o
« 2. A persistent attack signal a is undetectable if there exists a

simultaneous (masking) disturbance signal d and initial state x(0)
such thaty(k) = 0,k > 0.

(zero-dynamics attack, “ZEIE" IH)

[Sandberg, Teixeira]



Y] | Undetectable Attack

r(k +1) = Az (k) + Bad(k) + Baa(k)
y(k) = Cx(k) + Dyd(k) + Dga(k)

d(z)
a(z)
* If0=Gyd + Gya, thenclearly y = G,a = —G4d

* It's impossible to distinguish between the undetectable attack and the
masking disturbance, if they occur by themselves without the other.

* Transfer function form: y(z) = [G4(z) G,(2)] [

 How to build an attack signal a to be undetectable?



Y] | Undetectable Attack

r(k +1) = Az (k) + Bad(k) + Baa(k)
y(k) = Cx(k) + Dyd(k) + Dga(k)

 How to build an attack signal a to be undetectable?

The Rosenbrock system matrix:

A—zI By B,

P(z)=1" ¢ D, D,

Proposition:

An attack signal a(k) = zy*ay, ag € C™, z, € C, is undetectable if and only
If there exist x, € C"* and d, € C° such that

_IEO_
P(Zo) do =0
agp

The undetectable attack is also persistent if and only if |z,| > 1.

Proof: recall the definition of invariant zeros.




| Example (Continued)

09 0 0 05 0
A=<O 0.8 0) B=<O o.5> cz(g"zl 0(')6 004)
0 0 09 0 025 ' '

- Transfer function: y(z) =C(zl —A)™ B+ D = (G4(z) G,(2))

0.2 0.3

6D =0, Gu@=("1" "f

z—09 z-09

- Invariant Zeros:  a(P(2)) = {1.1}

 Undetectable attack: a(k) = 1.1 (_0'282)

0.282

—0.705
« Masking initial state: xo=| 0.470
0.352



Y] | Undetectable Attack

* Suppose the operator observes the output y(k), and does not know the
true initial state x(0) and true disturbance d (k).

* Let (x4, dg, ap) be an undetectable attack, 0 = G;d, + G,a, with initial state
x(0) = x,.

- Consider the cases:
« 1. Un-attacked system: y = G4(—dyp), with initial state x(0) =0

« 2. Attacked system: y = G,(ay), with initial state x(0) = x,

* If initial states x(0) = 0 and x(0) = x,, disturbancesd = —dy, and d =0
are equally likely, then it's impossible for the operator to decide which
case Is true! = Attack is undetectable!



| Undetectable Attack — Another Perspective

Physical Domain

I
Ym (1) i Um(t), N
{ Feedback

Cyber Domain

Yol ' , Controller Yy
JC( ) Plant f(ﬂ)‘ Cyber-Physical &‘E"’(t} ) 7" ( )
Performance Adversary ( ) Annmaly Residual
signal T I ult signal
- Detector
; “ y

u(t)



| Undetectable Attack — Another Perspective

System dynamics: A
v(k + D=Az(k)+ Bu(k)+Boa(k)  ay = { “k]
y(k)=Cx(k)+Daa(k) .
Output function: y(k) = (o, a,k) £ CA%zo +C Y  A*""'Byai + Daay

1=1

Measurement trajectory under attack a: u(k) = ®(zo,a,k), k=0

Definition: Attack a is undetectable if
O(zp,a,k) = P(z],0, k)
for some initial state e forall k>0

* Interpretation:
Output under attack can be confused as an initial state without attack.



| Undetectable Attack — Another Perspective

Undetectability requires (for all £ > 0)

0= ®(xg,a,k) — P(zj,0,k)

[linearity] 0=®(xg —x7,a,k)
k—1
0= CA" (xg — x) +C Z AP"""I'B a. + D, a.
L 7a
0=®(z],a,k)

& Must exist initial state xj and input g,
yielding zero output.

This corresponds to the zero dynamics of the system



..........................................

.........................................

..........................................

Attack Goal: Empty tank 3

Zero dynamics attack on both

actuators - unstable zero

Tank 3 becomes empty
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| Security Metrics for Vulnerability Assessment

 Security Metric (22EF) «;:

vo=  min abll
|ZO|21:$09d07a6

o
subject to P(zy) |do| =0
ag_
- Notation: ||ally == |supp(a)|, a' denotes the vector a with i-th element

non-zero.
* Interpretation:

- Attacker persistently target signal component a; (condition |z, = 1) .

* a; Is the smallest number of signals that need to be attacked
simultaneously to launch undetectable attack against a;.



| Security Metrics for Vulnerability Assessment

 Security Metric (22EF) «;:

Qi 1= min -~ [laglo
|ZO|21:$09d07a6

subject to P(zy) |do| =0

- Notation: ||ally == |supp(a)|, a' denotes the vector a with i-th element
non-zero.

« Remark 1:

* NP-hard in general, combinatorial optimization.

* A generalized security metric form extends the static security metric
In power system. [Sandberg, Teixeira]



| Security Metrics

 Security Metric (22EF) «;:

Qi 1= min -~ [laglo
|ZO|21:$09d07a6

subject to P(zy) |do| =0

* Implication:

* a;Is of interest to both the operator and the attacker.

« If the number «; is large, it require significant coordinated resources
by the attack to accomplish undetectable attacks. If «; is small, these
signals are critical!

« Quantitative risk assessment (ZfCKPEIT(L) .



| Example (Continued)

09 0 0 05 0
A=<O 0.8 0) B=<O o.5> cz(g'g 0(')6 004)
0 0 09 0 025 ' '

Transfer function: y(z) =C(zI —A) B+ D = (G4(2) G4 (2))

0.2 0.3

6D =0, Gu@=("1" "f

z—09 z-09

invariant Zeros:  a(P(2)) = {1.1}

0.282

- Undetectable attack: a(k) = 1.1 (_0'282) — Ao = ( 0.282

—0.282)

—0.705
Masking initial state: x,=|( 0.470
0.352



| Example (Continued)

09 0 0 05 0
A=<O 0.8 0) B=<O o.5> cz(g'g 0(')6 004)
0 0 09 0 025 ' '

Transfer function: y(z) =C(zI —A) B+ D = (G4(2) G4 (2))

0.2 0.3

6D =0, Gu@=("1" "f

z—09 z-09

invariant Zeros:  a(P(2)) = {1.1}

| 1k —0.282) :(—0.282)
Undetectable attack: a(k) = 1.1 (0.282 = Qg 0.282

Only one signal satisfies a; constraints! Thus [|aglly = 2, a1, = 2!



| Special Case: Sensor Attacks for Static System

I —zI 0 O
C 0 Da_

- A=1,B; =B, = D; = 0 (only sensors attacked), this is the steady-state case.

- Space of eigenvectors x, Is n-dimensional = Typically makes computation
of a; harder than in the dynamical case!

- Particular relevant case in Power Systems State Estimation under steady-
state power flow model.



| Special Case: Sensor Attacks for Static System

I —zI 0 O
C 0 Da_

- Particular relevant case in Power Systems State Estimation under steady-
state power flow model.

* y = Cx, the noise-less measurement model.

Computation of a; is NP-hard, but power systems impose special
structures in € (DC power flow matrix).

It recovers the state estimation security metric, where

ai = rpi’?”a”o

0

subjectto Cx,+a=0

a(i) = 0.



| Example of Likelihood Metrics

— How many measurements must be corrupted to remain stealthy?

a; : = min||all,
a

subjectto a = H A x,

a(i) # 0.
(i) Attack 33
(7 measurements)
L e
s Security index
100 o o ® . e  ® At least 7 measurements
sl ® w oo ® Ty involved in a stealth attack
- e * @ ® o ®° against measurement 33.
[}D 10 20 30 40 50 60

Target measurement index

H. Sandberg, A. Teixeira, K. H. Johansson, "On security indices for state estimators in power networks,” in First Workshop on Secure
Control Systems (CPSWEEK 2010), Stockholm, Sweden, 2010.



Y] | Example: Power System State Estimation

Installed meters

A

P

L

X = [xlleIxB]T € RB

Y = [3’1;3’2;3’3;)’4;)’5]T € RS

CERSXB
/1 -1 0
1 0 -1
C=|10 1 -1
0 —1 1
\2 —1 —1/

DaZIS



Y] | Example: Power System State Estimation

o = min a,
X0,
subject to For meter 1: o, = 3
0=0Cx, + DaaO For meter 2: a, = 3
a, (1) =0,

For meter 3: a3 = 4
Installed meters

\\
3

T For meter 5. ag = 3

o —




Actuator data
corruption

- ir| Sensor data

corruption

|

S=]y=]

Communication

Network t

Energy Management System

Operator

=

Optimal Power Flow

g

-

Contingency Analysis

g

Bad Data Detector

g

State Estimator

==y

!

|r|| > & = Alarm

* Physical plant
* Feedback controller
* Anomaly detector



Y] | Example: Power System State Estimation

« Simplifications:
- sin(6; — 6;) = 0; — 6,
-V; = 1pu
- No resistances or shunt elements

* Noiseless Measurement model.
y = Cx
* Linear Least Squares Estimator:
x=(Te) " 1cty

. _ - Measurement residual:
* Only active power:

- Py =X B;j(6; — 6;) r=y-(x
- P;; = B;;(6; — 6)) - Bad Data Detector:

IWr)ll, 2 T
- Similar to a DC resistive network



Y] | Example: Power System State Estimation

- P,DBT | (power flow measurements, “from” side)
C=|-P,DBY| (powerflow measurements, “to” side)
_PgBDBT_ (power injection measurements)

* B — directed incidence matrix of graph corresponding to power network
topology.

- D — nonsingular diagonal matrix containing reciprocals of reactance of
transmission lines.

- P4, P,, P; — meter selection matrices (rows of identity matrices).

More measurements than states, p > n, full redundancy!

Applies to all potential flow networks, e.g., water, gas...




Y] | Example: Power System State Estimation

- P,DBT | (power flow measurements, “from” side)
C=|-P,DBY| (powerflow measurements, “to” side)
_PgBDBT_ (power injection measurements)

* B — directed incidence matrix of graph corresponding to power network
topology.

- D — nonsingular diagonal matrix containing reciprocals of reactance of
transmission lines.

- P4, P,, P; — meter selection matrices (rows of identity matrices).

More measurements than states, p > n, full redundancy!

Applies to all potential flow networks, e.g., water, gas...




£Y)] | Example: Power System State Estimation

* DC power flow measurement matrix

o _01> D=1
1 -1 (all the reactances are 1)

el X]_ - xZ
— T. — —_
Branch power flows: <32> = DB'x = <x1 Xs)
€3 Xy — X3
€1 €1 + €
Node Injections: BDB'x =B (ez) —| —e; + e,
83 _ez - 83




Y] | Example: Power System State Estimation

Installed meters

PR

r;j: reactance of the branch



£Y)] | Example: Power System State Estimation

Security Index Computation

e Method 1: ¢,-norm relaxation for an approximate solution

The original security index problem: non-convex; £,-norm sparsity.
Minimization of the #,-norm always give rise to sparse solutions.
£:-norm relaxation is a good compromise between a sparse and a small attack vector.

lall;:= X; a(@)

e A convex optimization problem:

—.

. =min|la
B =minllall;

subjectto a = H A x,

a(i) = 1.

It can be re-cast to a linear program (LP) (&%) .

How is the relation between these two index, a; and §;?

£,-norm relaxation provide an overestimate (upper bound)
of the security index.




£Y] | Example: Power System State Estimation

Security Index Computation
e Method 2: Big M method formulation

a;: = min sz
Zr,Ax,a
k
subject to

subject to : a=HAx,

a;: = minlla
;= minlall,

a=HAx, a(i) =1,
a(i) = 1. —Mz, <a< Mz,
A7 e \
Elementwise 7 oo”

A mixed integer linear programming (MILP) problem. (R&EEHZ&IEE)
« M is user-defined, greater than the maximum entry of HAx in absolute value.
* Not scale well. For large power system, the computation time explodes!



| Security Metric Computation

Optimization Solver
* Install the solver CPLEX and add the path in Matlab.

* Function cplexmilp

Detailed Description

Solve mixed integer linear programming problems.

Ainedq, bineq)

LAinedq, bineq, keg, beg)

ined, binedq, keq,beqg, sostype, sosind, soswt)

ineq, bineq, 2eq,beq, sostype, sosind, soswt, 1b,ub)

cplexmilp inedq, bineq, Aeq,beq, sostype, sosind, soswt, 1b,ub, ctype)
= cplexmilp inedq, binedq, Aeq, beq, sostype, sosind, soswt, 1b,ub, ctype, x0)
= cplexmilp (f,Aineq, bineq, 2eq,beq, sostype, sosind, soswt, 1b,ub, ctype,x0, options)
= cplexmilp (problem)

¥,fval] = cplexmilp(...)

¥,fval,exitflag] = cplexmilp(...)

®,fval,exitflag, output] = cplexmilp(...)

= cplexmilp(
cplexmilp (
cplexmilp (
cplexmilp (
(
(
(

A f,
hoo £,
A £, R
¥ f,R
A ;R
A £, 2
x
X
[
[
[

Finds the minimum of a problem specified by

min fox
st. Rineq*x <= bineqg
Aeg¥x = beg

1b <= x <= ub



| Security Metric Computation

Build DC power flow matrix

* B — directed incidence matrix of graph corresponding to
power network topology.

« D — nonsingular diagonal matrix containing reciprocals of - PDB" |
1

reactance of transmission lines. ;
H = —PZDB

rateh rateB rateC ratio angle status P B D B T

250 250 250 O

%% branch data
= fbus thus

mpc.branch = [
1 4 0

-360 3607

0 1
4 g 0.017 . 158 250 250 250 O 0 1 -360 3607
g & 0.039 . 358 150 150 150 0O 0 1 -360 3607
3 & 0 300 300 300 O 0 1 -360 3607
& 7 0.0118) 0.1008 209 150 150 150 0O 0 1 -360 3607
7 8 0.0085) 0.072 .149 250 250 250 O 0 1 -360 3607
8 P 0 250 250 250 O 0 1 -360 3607
8 9 0.032 .306 250 250 250 O 0 1 -360 3607
9 4 0.01 - 0.176 250 250 250 O 0 1 -360 3607

Reactance values of each branch.



| Security Metric Computation

Compute Security Metric

* Big M method formulation

) Finds the minimum of a problem specified by
o; = min E Z,
z,,VX,a " min fHx
] sSt. Aineqg*x <= binsqg
subject to Reg*x = beg
1b <= = <= ub
a=HVX, i
a(l) — 1, Parameters:
f Double column vector for linear objective function

_Mzk <a< Mzk Rineqg Double matrix for linear inequality constraints

bineg Double column vector for linear inequality constraints
O 1 Req Double matrix for linear equality constraints
Zk < { ) } beqg Double column vector for linear equality constraints
99

7
Elementwise o0

Source: https://www.ibm.com/support/knowledgecenter/SSSA5P_12.6.2/ilog.odms.cplex.help/refmatlabcplex/html/cplexmilp-m.html



4.3 eSS K
ROBUST DYNAMIC ATTACK DETECTION



* Undetectable Sensor Attacks vs. Static detection
- Attacks satisfy spatial correlations of the measurements. \/
- Static detector (FHZSHEM)

« detects corrupted measurements based on its statistical properties
at each time step.

w
CROS 1_Lr

&
e '_E"I__('_I' e

N

WEAL |
Ak
=
&)

* Aftacked substations

BAPL

— Target measurement

Attack 33

Estimated value (M%)

40

30

20

10

=10

-20

Attacks on measurement 33

J-
/
/
7]
I
rd
rd
7
~
~
/
ra
e
i
/
-~
«
~

10 20 an 40 50

Additive attack value (MW

= naive

=== stealthy
no attack




Power
system
dynamics

-

~ Large-scale, large number
of dynamic states;

Unknown disturbance, non-
zero initial conditions;

= Multivariate attack signals.

¥

d(k)

/C_/-

ommunic: ltl()

netw

‘\-‘\

£9Y)] | Challenges

Physical Power
System

o I

Commumcdtlon

il \:i‘ﬁfi
s ~
Feedback k
— ——o] \/1%)
U Controller )
u(k) Y(k)
4 S 3
Dynamic
> s l—————
Detector
r(k)
r
I3
[ d
)/\-—/\ f "" .{l
f2




£Y)] | State of the Art

~ Statistical method, e.g., cumulative sum — type [Li (TSG15)]

Additional information from PMU, load forecasting, generation schedules,
.. J etc. [Ashok (TSG 16), Zhao (TPS 18)]
Existing

methods | vatrix separation (sparse optimization) [Liu (TSG 14)]

=~ Machine learning method, e.g., deep neural networks [James (TII 18)]

Linear model, observer based, [Nyberg (TAC 06)]
Related _

methods

Nonlinear model, scalable optimization based, [Peyman (TAC 16)]



£Y] ] Model Description

Frequncies,

Volt les...
M@ gh Load disturbance d — Y oltage angles
Attack on AGC f e | :
—_—>
_>[ Detector }—>T'
residual

{X(k +1) = AuX(k) + Bad(k) + Bf f(k) z(k) = [ (k)] —> Unknown signals (disturbance & states)

d
Y(k)=CX(k)+ Dsf(k) y(k):=Y(k) —> Known signals (measurements, etc.)

[ L(q) == !_0]_] H(q) := [Aczg ql .l?)d] F(q) := [ﬁjﬁ] }

H(q)z(k) + L(q)y(k) + F(q) f(k) =0
(DAE: Difference-Algebraic Equations)



Attack Detector Contruction

H(q)z(k) + L(q)y(k) + F(q) f (k) = 0 ' :[physical m—

System
r(k) == N(q)L(q)y(k)
Communication

Dynamlc detector network

r N\
Q') F Ff o Feedback \ k)
 Controller
u(k) Y(k)
. Dynamic i

N(q)H(q) = for all c, \T(q)F(q)Fﬂx £ () \ Dcwfmr

r(k)

Communication
network

(I) (1I)

(I): decoupled from internal system states and unknown disturbances;

« (II): robust detection of multivariate attack.



£Y] | Robust Attack Detector

Frequncies,
Voltage angles...
R g g

_>[ Detector r

residual

« (I): decoupled from internal system states and unknown disturbances;

« (II): robust detection of multivariate attack.

\ 4

Maximin Optimization*:

i a min {7 (V)
! 7 = ey miy (I0)

/ N\

Detector Attacker




\ J(N,a):=||[NV(a)| /

[ Two Conclusive Messages: \

« If the program (*) is feasible with~* >0 , the filter catches the
intruder even if the attacker knows everything about the
detector!

. If the program (*) is infeasible ot” =0 , there is no such
\ diagnosis filter even if the attacker is blind to the detector! /




\ 1\ (1 =

NF | /

/ Nash equilibrium (4fH3l, BERABHIEE)

\

If the maximin and minimax programs admit a positive optimal
value, then detector can detect all the admissible
multivariate attacks along with a non-zero steady-state
residual level;

If the optimal values coincide with zero, then there is no linear
detector being able to decouple the admissible attack

\ from the natural disturbances in a long-term horizon.

/




.® | Y !

Case study:

=

Y e 7T . Load frequency control
« Three-area 39-bus system
« ylk): freq. & mech. power
» d(k): load disturbances
« [{%k]: multivariate attack
- 5 » « r{k): diagnostic signal
2 e

anzh |
----- | r(k)
o €& Detector |€&—




 What if model mismatch?

d(k)
Physical Power
System

(C;:]municution CommunicalimhI
.. network
\——x

o

e \
. Feedback \ fik)
L Controller
S
u(k) Y(k)
e P ..
5 ynamic
Detector
=
r(k)

H(q)x(k) + L(q)y(k) + F(q)f(k) =0

Model mismatch signature! H(q)z(k) + L(q)y(k) + F(q) f(k) = 0

£Y] | Robustness?

T

fr——— o

1012919@

=

r



i W i e T e

roie rac « l'l'i\(?
Real Power => Simulation =:> Mathematical => Diagnosis
Plant Model Moaodel Filter
simulation data for training T
real field data for training

=d E(x(k)) + H(q)z(k) + L(q)y(k) + F(q) f(k) = 0
AN\ ~ A r(k) := N(q)L(q)y(k)

A2, = NTON |

Effects of model mismatch



E(b) + H(q)b + L(q)y + F(q)f =0 d
(b) + H(@b + L(@)y + F(@)f Dynamical J_WQ)L@P

System residual
X
b=

model mismatch

:

r=N(q)L(q)y =

—— N Ffl

Ny

st. NTQuN <y, Vi Sm@

= Optimizer N*
INFllo =1,Q) = o

NH = 0. @
K. Pan, P. Palensky and P. M. Esfahani, "Dynamic Anomaly Detection with High-fidelity Simulators: A Covex Optimization based
Approach,” IEEE Transactions on Smart Grid, 2021.




- Smart grid/control system cyber security risk management.

- Undetectable attacks and masking initial states and disturbances.

 Security index «; in control system and power system state estimation,
and its computation.

* Arobust detection approach for undetectable sensor attacks, utilizing
the system dynamics information.





